

**Introduction to Machine Learning with Neural Networks**

**Course Number:** PYTH-272
**Duration:** 1 day

**Overview**

This Machine Learning (ML) with Neural Networks training course introduces attendees to ML terminology and explores the architecture of neural networks and how they can be trained to recognize patterns. Attendees learn how to configure, train, and use neural networks.

**Prerequisites**

All students must have Python experience and a basic linear algebra and calculus understanding.

**Materials**

All ML with Neural Networks training students receive courseware covering the topics in the class.

**Software Needed on Each Student PC**

* Windows, Mac, or Linux
* A current version of Anaconda for Python 3.x
* Related lab files that Accelebrate will provide

**Objectives**

* Understand the concepts and terminology surrounding neural networks
* Navigate neural networks layers
* Evaluate the performance of a neural network
* Discuss AI's ethical concerns
* Implement a simple neural network in Keras
* Use the Keras functional API to build a more complex neural network
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